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Abstract: Inspection is the most important role in textile 
industry which declares the quality of the apparel product. Many 
Industries were improving their production or quality using 
Artificial Intelligence. Inspection of fabric in textile industry 
takes more time and labours. In order to reduce the number of 
labours and time taken to complete inspection, computerized 
image processing is done to identify the defects. It gives the 
accurate result in less time, thereby saves time and increases the 
production. The convolutional neural network in deep learning is 
mainly used for image processing for defect detection and 
classification. The high quality images are given as input, and 
then the images were used to train the deep learning neural 
network. Thewovenfabricdefects such as Holes, Selvedge tails, 
Stains, Wrong drawing and Snarlswere identified by using 
Convolutional Neural Network.  The sample images were 
collected from the SkyCotex India Pvt.Ltd. The sample images 
were processed in CNN based machine learning ingoogle 
platform; the network has a input layer, n number of hidden 
layer and output layer. The neural network is trained and tested 
with the samples and the result obtained is used to calculate the 
efficiency of defect identification. 
      Key words: Convolutional Neural Network, Image 
processing, Snarl, Selvedge tails, Stains, Deep learning. 

I. INTRODUCTION 

Identifying the defects in the fabrics is a very important 
process in the textile manufacturing industries as it affects 
the quality of the fabrics manufactured by the industries. 
Usually fabric inspection in textile industries is done by 
human. In manual inspection systems, the trained labours 
have a chance of finding very less percentage of number of 
defects whereas automated defect detection increases this 
number to greater extent. Human vision inspection is not 
enough accurate due to fatigue and tediousness. This may 
cause delay and also reduces the inspection efficiency.The 
highlytrained inspector can detectonly60-
75%ofdefectintextile industries ( Everingham and Van gool 
2015).Initially, the defects in the fabrics are found manually 
and only around 60% of the defects are identified.  
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The quality of the fabric can be increased by reducing the 
number of defects. Duetothisanautomaticsystem is designed  
and developed to detect defect on the surface of the 
manufacturing product at fast rate. Also the defect in 
textile products reduces its price by40%- 65%.A 
Convolutional neural network (CNN) is a class of deep 
neural networks, most commonly applied to analyzing 
visual imagery. Deep learning is suitable for real time 
problems which is nonlinear in nature and have parallel 
processing ability. The neural networks can handle 
classification problems with high accuracy (Goyal 2018). 
There are four parameters, by which the neural networks 
performance is judged viz. classification accuracy, 
performance accuracy, type of model used and training 
time. An application of Convolutional Neural Network in 
textile industry is increasingintextileprocesses in case of 
estimationofyarnqualityparameter, classification of knitted 
and woven fabricetc. This can also be implied in fabric 
inspection to classify the defects(Habib and Ahmed 
2014).The main objective of this research includes 
reduction in the cost and improvement in the efficiency, to 
improve overall reliability and reduce the man power and 
to find the defects in the fabric and notify the workmen. 
The Artificial Neural Networks (ANN) is same as the way 
biological nervous system works, such as brain processes 
information. ANN mimics models of biological system, 
which uses numeric and associative processing. In two 
aspects, it resemblesthe human brain. It acquired 
knowledge from its environment through a learning 
process. An automated vision system was presented to 
detect and classify surface defects in woven fabric (Kang 
T.J. et al 2001).  Fabric texture refers to the feel of the 
fabric. It is rough, velvety, smooth, soft, silky, lustrous etc. 
The different textures of the fabric depend upon the types 
of weaves used. Textures are given to all types of fabrics, 
cotton, silk, wool, leather, and also to linen. Textile fabric 
materials are used to prepare different categories and types 
of Fabric products in the textile industry. Natural fabric 
and synthetic fabric are the two different classifications of 
textile fabric. Synthetic fabrics are fairly new and have 
evolved with the continuous growth in textile industry 
(Bay Tuytelaars and Van gool2006 ; Kang T.J. et al 2001). 
Computer vision based, i.e. automated fabric defect 
inspection systems are thought by many researchers of 
different countries to resolve these problems. There are 
two major challenges to be resolved to attain a successful 
automated fabric defect inspection system. They are defect 
detection and defect classification. 
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 Different techniques has been used for automated fabric 
defect classification, then show a surveyof classifiers used 
in automated fabric defect inspection systems, and finally, 
comparetheclassifiersbyusingperformance metrics(He 
Zhang and Sun J 2016).  
This work is expected to 
everyusefulfortheresearchersintheareaofautomatedfabricdef
ectinspection to understand and evaluate the many potential 
options in thisfield.Itisthus important toproducedefect 
freehighqualitygarmentproducts.Inspectionprocessesdoneon
fabricindustries are mostly manual hence time consuming. 
To reduce error on identifying fabric defects requires 
automotive and accurate inspection process(Vikrant and 
Gaurav2013). Considering this lacking, this research 
implements a textile defect detector. A multi-layer neural 
network is used to detect defects for the specific problems. 
The input fabric images for the  neural network is captured 
byadigitalcamera. The color images are first converted into 
binary images by restoration process and local threshold 
techniques, then three different features are determined for 
the actual input to the neural network, which are the area of 
the defects, number of the objects in a image and finally the 
shape factor. The developed system is able to identify two 
very commonly defects such as holes and scratches and 
other types of minor defects. The developed system is very 
suitable for least developed countries, identifies the fabric 
defects within economical cost and produces less error 
prone inspection system in realtime.A feed forward neural 
network was considered for training with error back 
propagation algorithm. The neural network was trained 
properly on training datasets with predefined goal. The 
unseen test dataset was presented to neural network after 
training for classification purpose (Liu Zhang and Metaxas 
2016).In the manual fault detection system with highly 
trained inspectors, very less percentageofthedefects on 
fabrics isbeing detected in thetextileindustries. But a real 
time automatic system can increase this percentage in a 
maximum number. This research implements a textile 
defect detector which uses computer 
visionmethodologywiththehelpofneuralnetworkstoidentifyt
heclassification of textile defects (Lois M Hoffer and 
Giuseppe Longobardi1996). 

II.  IMAGE PROCESSING 

 An image may be defined as a two-dimensional function, 
f(x, y), where x and y are spatial (plane) coordinates, and 
the amplitude off at any pair of coordinates (x, y) is called 
the intensity or gray level of the image at that point. When 
x, y, and the amplitude values of f are all finite, discrete 
quantities, we call the image a digital image. The field of 
digital image processing refers to processing digital images 
by means of a digital computer. Note that a digital image is 
composed of a finite number of elements, each of which has 
a particular location and value.These elements are referred 
to as picture elements, image elements, pels, or pixels. Pixel 
is the term most widely used to denote the elements of a 
digital image ( Lal, Ajay, and Ankit2013) 

III. ARTIFICIAL NEURAL NETWORK 

The Artificial Neural Networks (ANN) is inspired by the 
way biological nervous system works, such as brain 
processes an information. ANN mimics models of 
biological system, which uses numeric and associative 
processing. In two aspects, it resembles the human brain. It 
acquired knowledge from its environment through a 
learning process. Synaptic weights, used to store the 
acquired knowledge, which is interneuron connection 
strength. Here Convolutional neural network is used (Rebhi 
,Issam and  Farhat2015). 

A. CONVOLUTIONAL NEURAL NETWORK 

In deep learning, a ConvolutionalNeural Network (CNN) is 
a class of deep neural networks, most commonly applied to 
analyzing visual imagery. They are also known as shift 
invariant or space invariant artificial neural networks 
(SIANN), based on their shared-weights architecture and 
translation invariance characteristics. They have 
applications in image and video recognition, recommender 
systems, image classification, medical image analysis, 
natural language processing, brain-computer interfaces, and 
financial time series (Huanhuan, JinxiuJunfengand  
Pengfei2019).The aim of the present work is to identify 
different types of defects in woven fabric and analyzing by 
using Convolutional Neural Network. 

IV.  METHODOLOGY 

 In this research, Digital Image Processing application is 
applied for defected fabric. The research is based on the 
quality images of the defected fabrics.  The various 
defective fabric images are captured by the digital camera 
and categorized in to different defect groups to create a data 
set.  The neural network has been trained with the raw 
images. Then the trained network was used to detect or 
classify the defects in the testing samples. The accuracy of 
the classification is computed from the Test results. The 
training and testing was carried through the online portal 
Google’s teachable machine (Figure 1). The samples are 

uploaded into the cloud from the dataset and named as 
Snarls, Stain, Wrong drawing, Selvedge tails and Holes 
respectively. Thenetwork parameters like epoch and goal 
are set to train the Network. Then the Training has been 
done using the uploaded dataset to create network. Once the 
Training has been done successfully, each sample was 
tested one by one to get the results for classification. Data 
flow diagram of the process and the flow process in training 
is given in Figure 2 and 3. 

 
Figure.1. Teachable Machine
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Figure.2. Data flow diagram of the process

 

Figure.3.Flow process in Training 

V. DATASET 

Thesampleswithdefects were collected fromSkyCotexIndia 
Pvt. Ltd,Tirupur. 
Thecoloredimagesofthefabricweregatheredfromthehighquali
ty 
imagesensingdevice.Theimagesweretransferredfromimagese
nsingdeviceto the computer system. 300 images were 
collected through the image acquisition process. From the 
Sample Images, 150 images are used for training the 
Network and remaining 150 images are used for testing. 
Figure 4 (a),(b),(c),(d) represents  the  image samples for the 
defects such as Snarl, Stain, Wrong drawing, Selvedge tails 
and Holes on the fabric respectively. 

 
(a) 

 

(b) 

 
(c)                                

 
(d) 

 
(e) 

Figure.4.(a), (b), (c), (d) and (e) represent the defects 
such as Snarl, Stain, Wrong drawing, Selvedge tails and 

Holes. 

VI. TRAINING OF THE CONVOLUTIONAL 
NEURALNETWORK 

TheNeuralNetworkwastrainedusing150images and 
remaining 150 images were used for testing. The Figure 5 
shows the architecture of the Convolutional Neural 
Network. The Convolutional Neural network consists of 
Input layer and hidden layers and output layer. The 
number of neurons in the Input layers depends on the size 
of the Input image. Fortrainingtheneuralnetwork,the 
epochs and learning rate, goal were set and trail has been 
conducted by varying the epochs to obtain better 
classification rate.  
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The number of epochs is a hyperparameter that defines 
the numberof times that the learning algorithm will work 
through the entire training dataset. One epoch means that 
each sample in the training  
dataset has had an opportunity to update the internal 
model parameters.If epoch’s value is set to 50, for 

instance, it means that the model which isunder training 
will work through the entire training dataset 50times 
(Subrata Das and Amitabh Wahi2019). Generally the 
larger the number, the better is the model will learn to 
predict the data and greater is the accuracy. Generally, 
one wants to tweak (usually increase) this number until 
good predictive results are achieved with the model. The 
value of epoch used was 50 for getting a good result and 
the learning rate was fixed as0.001.The Figure 6 shows 
the training neural network through the Teachable 
machine portal. 

 
Figure.5.Convolutional Neural Network 

 
 

Figure.6.Training Neural Network 

CNN Parameters for Training the Network: 
Epochs- 50 
Batch Size- 16 
Learning Rate- 0.001 
Time taken for Training CNN was 36 sec 

VII. TESTING NEURAL NETWORK 

 
Figure.7. Testing Neural Network 

After training the neural network using images collected 
and remaining images are used for testing. The images 
are uploaded in the testing section orderly and tested to 
get accuracy percentage which accordingly gives the 
efficiency of the trained neural network .These images 
usedtocalculatetheefficiencypercentage of the training 

machine and the neural network.The Figure 7 shows the 
testing the trained neural network through the Teachable 
machine portal. 

VIII. EXPERIMENTAL RESULT 

CONFUSION MATRIX 

A confusion matrix shown in figure 8 summarizes how 
accurate your model's predictions are. This matrix to 
figure out which classes the model gets confused about. 
The y axis (Class) represents the class of your samples. 
The x axis (Prediction) represents the class that the 
model, after learning, guesses those samples belong to. 
So, if a sample’s Class is "Muffin" but its Prediction is 

"Cupcake", that means that after learning from your data, 
the model misclassified that Muffin sample as a Cupcake. 
This usually means that those two classes share 
characteristics that the model picks up on, and that 
particular "Muffin" sample was more similar to the 
"Cupcake" samples. 

 
Figure.8.Confusion matrix 

 
TABLE I- Experimental Resultsof Defects afterTesting 

 
A. Accuracy per epoch 

Accuracy is the percentage of classifications that a model 
gets right during training. If the model's prediction is 
perfect, the accuracy is one; otherwise, the accuracy is lower 
than one. The accuracy per epoch is shown in the figure 9. 

 
Figure.9.Accuracy per epoch 

 
B. Loss per epoch 

Lossisameasureforevaluatinghowwellamodelhaslearnedtop
redicttheright classifications for a given set of samples. If 

the model's predictions are perfect, the loss is zero; 
otherwise, the loss is greater than zero.  
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Both models have the same accuracy, but model without 
defect has a lower loss value as shown in Figure 10.

 
Figure 10. Loss per epoch 

A. Efficiency 

The images were tested in the trained neural network. The 
efficiency for five different defects in woven fabric is 
tested and calculated. 20 random samples were taken from 
each defect data set and efficiency is derived and average 
is taken. The efficiency percentage of holes, stains, 
selvedge tails, wrong drawing and snarl is 
78.1%,81.6%,84.7%,84.8% and 74.6%. The experimental 
results after training and testing are given in the Table I. 

IX. CONCLUSION 

Images were collected and the neural network was trained 
and tested using teachable machine and the efficiency 
was calculated for each defect class and finally averaged 
out.The automatic defect identification in the woven 
fabric based on Convolution Neural Network (CNN) in 
Deep Learning was achieved and the classification 
accuracy in percentage of holes, stains, selvedge tails, 
wrong drawing and snarl are 78.1%,81.6%,84.7%,84.8% 
and 74.6% respectively.The productivity and quality of 
the apparels will be increased to a greater extent if this 
kind of automatic defect detection and identification 
system is applied in inspection systems of apparel 
industry. 
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