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Abstract: Multimedia applications, such as virtual reality 
models and video games, are increasingly interested in the 
ability to generate and author realistic virtual terrain 
automatically. In this paper, the author proposes a pipeline for a 
realistic two-dimensional terrain authoring framework that is 
powered by several different generative models that are applied 
one after the other. Two-dimensional role-playing games will 
benefit from this ability to create multiple high-resolution 
terrain variants from a single input image and to interpolate 
between terrains while keeping the terrains that are generated 
close to how the data is distributed in the real world. 

Keywords: Deep Learning, Generative Adversarial Networks, 
Pix2Pix, Procedural Content Generation, Terrain Generation. 

I. INTRODUCTION 

The applications of virtual terrain rendering in graphics 

and computer vision applications can all benefit from 
accurate representations of real-world topography, which is 
the goal of terrain modelling. Multimedia applications, such 
as Virtual Reality models and gaming, are increasingly 
interested in the automated generation and authoring of 
realistic virtual terrain. Real-world landscapes are subject to 
a wide variety of weathering, erosion, and landslide-related 
natural changes. This results in a wide variety of landforms, 
from mountains to valleys. Some of these major and 
distinctive land features are visible at various scales. All 
these factors combine to make terrain generation and 
authoring a difficult task. New developments in computer 
vision for deep learning, especially Generative Adversarial 
Networks (GAN) [1], have made it possible to learn different 
terrain features for tasks like changing the terrain, etc. There 
isn't much written about deep learning-based automated 
terrain authoring for games. The author's main contribution 
is to use GANs like Pix2Pix [2] and Enhanced 
Super-Resolution Generative Adversarial Networks 
(ESRGAN) [3] together to make a nearly infinite number of 
terrains that can be used in 2-D games. 

II. LITERATURE REVIEW 

A. Generative Adversarial Networks 

The GAN paper suggested a new way to estimate 
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generative models using a process called "adversarial." In 
this process, we train two competing models at the same 
time: a generative model G that identifies the distribution of 
the data and a discriminative model D that estimates the 
opportunity that a sample came from the training data 
instead of G. 

 

Fig. 1. GAN Architecture 

V (G, D) = Ex~P_data [log D(x)] + Ex~P_G[log(1-D(x))]         (1) 
The goal of G's training is to increase the chances that D 

will make a mistake as given in Value Function (1), so the 
discriminator is trying to maximize its reward while the 
generator is trying to make the discriminator's reward as 
small as possible. This framework is the same as a two-player 
minimax game. Backpropagation can be used to train the 
whole system when G and D are both made up of deep 
multilayer perceptron’s. 

B. Pix2Pix 

Pix2pix is a conditional generative adversarial network 
(cGAN) that learns a mapping from input images to output 
images. Pix2pix is not limited to one type of application; it 
can be used for a wide range of tasks, such as making photos 
from labelled maps, adding color to black-and-white photos, 
turning map photos into aerial images, and even turning 
sketches (Edges) into realistic photos. The idea is to create a 
pair of sketches and real images for training and to produce 
realistic images from sketches given as input. 

 

Fig. 2. Pix2Pix for Edges / Sketches 
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C. Esrgan 

The Super-Resolution Generative Adversarial Network 
(SRGAN) [4] is a landmark work that can make realistic 
textures when super-resolving a single image. Image 
super-resolution (SR) techniques, in a few words, reconstruct 
a higher-resolution (HR) image or sequence from a series of 
lower-resolution (LR) images. For example, a 720p image 
can be upscaled to 1080p using SR techniques. 
One common way to solve this problem is to use deep 
convolutional neural networks that can take LR images and 
make them into HD ones. ESRGAN is an SRResNet-based 
deep neural architecture with residual-in-residual blocks and 
a mix of context, perceptual, and adversarial losses. 
Contextual and perceptual losses are used for correct image 
upscaling, while adversarial loss pushes the deep neural 
network to the precise image manifold using a discriminator 
network that has been trained to tell the difference between 
the super-resolved images and the original photo-realistic 
images used for training.  

 

Fig. 3. ESRGAN 

D. Terrain Generation 

There have been attempts, using cGAN [5], to create 
realistic virtual terrains from hand-drawn user inputs based 
on a large set of real-world terrain data. The author's work is 
different because he focuses more on games and making a 
variety of two-dimensional images with high resolution. 

III. METHODOLOGY 

The author used a popular Digital Elevation Model (DEM) 
dataset. This DEM dataset is part of high-resolution DEMs of 
mountain ranges called the Pyrenees and the Tyrol [6] that 
are available to the public. As ground truth figures for GAN, 
DEM patches with 2m/pixel pixels have been used. 
The DEM tiles were broken up into pieces that were 200x200 
pixels. The experiment was set up with 2,101 pictures from 
the Pyrenees, which were split into 80% train, eval, and 
holdout for Pix2Pix. 

A. Image Pre-processing 

The author used Gaussian-Blur and Gray scaling in 
OpenCV [7] for Sketch Generation. The author further used 

the eraser synthesiser by drawing random circles within the 
sketched image. The Eraser Synthesizer is configurable, and 
one may use as many combinations as possible during 
inference. The pipeline is shown in Fig.4. 

 

Fig. 4. Image Preprocessing 

B. Training Pipeline 

Fine-tuning is done on the image pairs (Sketched Erased 
Image and Original) using the Facades Pix2Pix model 
trained on [8]. The Author's Fine-Tuned till 200 epochs. The 
generator has a U-Net-based architecture with 54.414 
million Parameters. The discriminator is represented by a 
convolutional PatchGAN classifier with 2.769 million 
Parameters. 

 

Fig. 5. Training Pipeline 
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C. Prediction Pipeline 

While predicting, the author can generate as many 
combinations of sketches as possible using the Eraser 
Synthesizer. These images are then fed into Pix2Pix for 
prediction and further into ESRGAN to produce a 
high-quality image. 

 
Fig. 6. Inference Pipeline 

IV. RESULT AND DISCUSSION 

For GAN, the interpretation of results and loss functions is 
quite difficult. The best way is to see the real generated data. 

 
Fig. 7. Inference Pipeline 

The author was able to generate high-resolution images or 
terrains using the input sketches. Since the pipeline includes 
the Eraser Synthesizer theoretically there could be an infinite 
number of images that can be generated. All results and 
enhancements are available here: 
https://github.com/scholarly360/GanGeneratedTerrain 

V. CONCLUSION 

The work can be used to generate terrain for 2-D 
role-playing games, and it can be fine-tuned to generate 
sprites and characters as well as terrain. The author believes 
that this will reduce the time of game asset generators. 
Furthermore, in future work, the author wants to move to 3-D 
asset generation. 
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