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Abstract: Timely and accurate forecasting of Air Quality Index 

(AQI) helps the Industries to select suitable control of air pollution 

measures. It helps people to reduce exposure in pollution. In this 

present age Air quality Index is one of the burning issues in India. 

The air contaminations are harmful for our biological system and 

also for the climate. To keep up the best air quality cross the 

country different types of air toxins are estimated through the air 

quality measuring standards. The aim of this research work is 

modelling air quality of a location with respect to time with the 

help of Machine Learning (ML). The proposed and developed 

model was emphasizes particularly in Kolkata, capital of the state 

West Bengal in India and the findings have direct implications to 

build & maintain a sustainable ecosystem over there.  

Keywords: Air Quality Index, Machine Learning (ML), Python, 

Suitable control. 

I. INTRODUCTION 

Air pollution caused by the presence of compounds in the 

atmosphere that are hazardous to human and other living 

animals as well as to the environment also. Gases, particles, 

biological molecules and various types of air contaminants 

are present in the mixture of air pollutants. Air pollution has 

become a serious matter in many of the urban cities in India. 

Every human being must know about the air quality that they 

are breathing, so CPCB had developed the Air Quality Index 

(AQI) for every city in India. The AQI gives an idea on the 

quality of air for that particular area whether that area is 

polluted or not. AQI is a numeric value by which government 

pollution board measure the air pollutants level present in the 

atmosphere. If the AQI value is increased then percentage of 

pollutants is high and that can affect adversely human health.  

According to Central Pollution Board there are twelve 

parameters present in the air pollutant and author have taken 

the most important pollutants which are very harmful to 

atmosphere like PM2.5, PM10, SO2, NO2, CO, OZONE.  

The selection of these pollutants varies on availability of 

AQI, data frequency and measurement methods. In respect to 

CPCB the AQI gives an idea about the air quality to what 

extent the particular area is polluted which gives an idea that 

AQI provides the actual value of Air Quality in our eco 

system which is in touch with our different health issues. 
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In this work authors focused on the AQI prediction 

models and took six months data of Kolkata region where 

Ballygunge is the focused area of testing among other centers. 

This work is being performed in an open source platform 

‘Python’ using Jupyter Anaconda and also authors imported 

packages for predictions and data processing those are 

Numpy, Pandas, Matplotlib.pylot, Seaborn, Sklearn, 

Warnings. 

II. OBJECTIVE OF THE STUDY 

a. To design a prediction model for forecasting the air 

quality. 

b. To gather a brief knowledge on Air Quality Index and 

know about the bad impacts of air pollutants that is 

affecting adversely on human health. 

III. LITERATURE REVIEW 

In this paper he had taken hourly pollutant level 

concentration data of Canada. He had used accuracy, 

efficiency and up ability as key indicators in his research 

work. He had used machine learning methods using Extreme 

Learning Machine (ELM) which is an updated algorithm and 

different from other models used for forecasting. (Meng Dun et 

al. 2020) [1]) 

They had research on complete data analysis of pollutants 

and their model can forecast AQI of any region with more 

than 90% accuracy. In their study the author had taken China 

AQI at the time of checking and investigating the data. They 

took each air pollutants concentration and their percentage of 

impact in AIR using Gradient Boost Algorithm (Akshaya A.C 

et al. 2019[2]) Now a day Air Pollution is a serious matter for 

the human life and it leads to premature death. Researchers 

try to predict the AQI to alert people in advance for their 

living surroundings. AQI measure depends on NO2, CO, SO2, 

PM10, PM2.5, NH3, 03 and Pb, among them PM2.5 is too much 

affecting in human life. In this study authors gave major focus 

on PM2.5. (J.K.Sethi and M.Mittal, 

2019[3][12][13][14][15][16]) The main agenda of this 

research paper is to discover the AQI model and to find out 

the impacts of polluted air in life of every human being. In 

this paper they had first applied calculation of AQI by taking 

the concentration of different air pollutants and getting a 

single numerical value which is known as AQI value. Then 

the authors of this paper had done aggregated Index 

Calculation which helps in finding the air quality condition 

and its impact on our environment. According to this study, I 

found that they generally worked on social experiment of 

AQI by using ANN, Linear & Logistic Regression and how 

air pollution is affecting our lives (Radhika M Patilet al.  

2020[4]).  
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In this study authors took data over eleven years from 

three regions in Taiwan.  

They applied two machine learning method for AQI 

prediction which is new and give better results from other 

machine learning algorithms. They created a model which 

illustrates analysis and prediction of Air Quality System 

(Yona Maimuryet al., 2020[5]). In this work, authors created 

a hybrid model using multivariable regression and support 

vector regression to predict the pollutants present in air. 

Authors claimed that their hybrid model gives better accuracy 

percentage than the other single model present in the market 

for prediction of AQI. In this study authors created a model 

using Data tree, SVM, KNN, RF and Logistic Regression 

which gives a daily observation of the air pollutant and their 

accuracy is not less than 92 percent as per Ministry of 

Environment. In this paper they had find out the most 

contaminated sites and the pollutant concentration present 

there and researched on it how to make the air pollutant free 

to clean ecosystem (Khalid Naharet al., 2020[6]). In this 

civilization age population is increasing day by day. So it 

needs to forecast the air quality for early warning about the 

air pollutants those are harmful for the human life also for the 

ecosystem. In this work authors done a statistical analysis and 

predict the pollutants present in the air. This study done based 

on the historical data in Malaysia, (W.Y. Hong et al., 

2021[7]). Air quality measurement is a challenging area for 

the present researchers because of its harmful impact on the 

ecosystem. The AQI is increasing due to PM2.5 that affect 

human lung, kidney, brain liver and it lead to cancer. Authors 

developed a frame work for observing the air quality using 

ML (Machine Learning) algorithm. (R. Sharma, 2021[8]). In 

this study authors had used Gaussian Naive Bayes model 

which has the highest accuracy in terms of forecasting than 

Support Vector Machine model. They had also created model 

with XG Boost which has the highest linearity than actual and 

predicted data, (K. Kumar and B.P. Pande, 2022[9]). In this 

research work authors had taken the data of Delhi AQI. They 

used Support Vector Regression (SVR) model for forecasting 

the pollutants levels present in the AQI of Delhi. Along with 

SVR they also used RBF (Radical Basis Function) which 

gives better results in forecasting and analyzing the data. 

With the help of this analysis there model predicts various 

pollutant level with an accuracy of 93.4 percent, (S. 

Bhattacharya and SK Shahnwaz [10]). 

IV. RESEARCH GAP 

From the literature review, authors found that most of the 

author developed model for forecasting of present data 

available in the AQI website. There is no suitable model with 

web-based terminal where prediction of AQI can be done 

with the help of Predictive Model using Python libraries. 

V. RESEARCH METHODOLOGY 

In this work authors performed the statistical analysis by 

taking the parameters as Ozone, NO2, SO2, PM2.5, PM10 

which gives an idea about the awareness of pollutant that how 

much it is affecting our ecosystem. It is being performed in 

Jupyter Notebook with the help of machine learning 

techniques. The details of this analysis are described in 

below. 

A. Box-Plot Analysis 

It is used in graphical representations of numerical 

information of data. It contains lines which divides data set in 

form of three quartiles which represents minimum, 

maximum, median, first quartile and third quartile. In this 

work with the help of the analysis it created a graph with x-

axis and y-axis that visualizes the value distribution in respect 

with each variable (air pollutants) taken on this data. The box 

is called interquartile range (IQR) the middle line of the box 

is defined as median and upper point is denoted as lower 

quartile Q1 and lower point is said as upper quartile Q3 (D. 

Meng et al., 2020[11]). 

B. Heatmap 

It is used to show two-dimensional graphical 

representations of data in which individual values are 

represented in form of colors contain in a matrix. It works 

with the help of Seaborn package that is been imported in this 

work. Here, the pollutants with higher values are represented 

in darker shades and lower values in lighter shades.   

C. Pair Plots 

Pair plots help in creating axes in which each variable 

presents in the data in a way that x-axis and y-axis are directly 

in proportional to each other as row and column that creates 

a relationship in a regressor format among the dataset. 

D. Scatter Plot 

It helps in this work for observing correlation in between 

variables and utilizes dots to identify the relationship among 

them. It plots data points in horizontal axis and vertical axis 

to display how each variable is connected to another. 

E. Matplotlib Histogram 

It is used in visualizing the frequency distribution by 

separating the array (numeric) to mini same sized bins. Then 

the variable forms a continuous distribution program which 

is very helpful to compare by various classifications. It is the 

main skill which is used in data science for building a 

frequency table that are generally taken from a complete 

dataset to easy to learn the various elements occurrence and 

it is the main purpose of Matplotlib Histogram package used 

by axes subplot. 

F. Linear Regression 

It is one of the best used regression techniques performed 

in machine learning. It performs statistical analysis which 

creates model that builds a relationship with an independent 

variable and dependent variable. It helps in predicting a 

response whether the two variables are linearly related or not. 

The author tried to find a prediction by taking response value 

from dataset(y) and taking independent variable(x) which 

will give a graphical analysis that what can be the condition 

of air quality in future. 

VI. DATA ANALYSIS AND INTERPRETATION 

The python packages are used in this model to import data 

analysis and prediction purpose.  
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In Fig .1 have taken numPy package for mathematical 

operations, pandas for data analysis, matplotlib.pylot package 

for plotting histogram and scattering plot, seaborn package is 

taken for visualization of data. 

 
Figure. 1: Package Import 

 
Figure. 2: Data Import 

 
Figure. 3: Data Description 

In Fig.2 the dataset is imported and viewing the shape of 

dataset whether the data is imported properly or not for 

analysis. In Fig.3 the data is described and displayed a 

statistical summary of the data frame. If the dataset is 

containing a numerical value then data. Describe () command 

is used for graphical representation which measures 

description of the data in form of descriptive statistics. The 

Box-plot analysis is done in Fig.4 to show how the data is 

well distributed in the dataset as it is a type of chart which 

explains visual distribution of numerical data displaying in 

form of quartile data.  
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Figure. 4: Box-Plot Analysis 

With the help of panda’s visual analysis scattered plot of 

Ozone is displayed here in Fig.5 by collecting the pairs of 

data in which a relationship is identified. Then the graph is 

drawn with independent variables on horizontal axis and 

dependent variables on vertical axis.  

 
Figure. 5: Scattering Plot  

The histogram of PM 10 is shown in Fig.6 using visual 

analysis which shows an accurate display of distribution of 

numerical data and range of values are divided into series of 

intervals. 

 
Figure. 6: Histogram 

In this Fig.7 the scattered plot is analysed by taking two 

axes where x-axis is NO2 and y-axis is SO2 which perform a 

comparison between the variables and identifying the 

common variables and distributed in form of scattering 

format.  

 
Figure. 7: Scattered Plot 

Here the heatmap analysis is performed in Fig.8 where 

two-dimensional graphical representation is shown in form of 

matrix that are represented by colours and it performs two-

dimensional plot where values are mapped on indices and 

columns to the chart.  

 
Figure. 8: Heatmap Analysis 
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With the help of Seaborn package pair plot function is performed here in Fig.9 which helps to understand the relationship 

among each variable. Scattering plot of PM2.5 is shown here in Fig.10 

 
Figure. 9: Pair Plots Analysis 

 
Figure. 10: Scattering Plot of PM 2.5 

 
Figure. 11: Frequency Check of Ozone 

In this histogram the frequency level of Ozone is checked 

and shown in Fig.11.After the train and test of data now it is 

the time for predicting the pollutants, author have taken the 

data of five months in which three months data have been 

taken as an actual data and two months data is used for 

prediction purpose. In Fig .12 we have taken the data PM10 

in respect to time where the blue line is identified as an actual 

data and orange line as the predicted data. As the two months 

data is already in our hand from before so manually while 

checking the predicted data with the original data set it seems 

that our prediction is 90% accurate and from here author can 

say that our prediction model is quite satisfactory and 

performing well. 

 
Figure. 12: Actual vs. Predicted Data of PM10 
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Figure. 13: Actual vs. Predicted Data of SO2 

In Fig. 13 the prediction is done on SO2 as the same 

process which is done on previous prediction model and it 

gave us the 90% accuracy according to our dataset. From here 

we can say that our model is performing well. 

VII. MANAGERIAL IMPLICATIONS 

1. In this work, author is building a hybrid model using 

machine learning algorithms which will help in 

predicting the AQI in contaminated areas/polluted 

cities. 

2. From this model a word of pollutant control will work 

if the prediction is done correctly using proper 

algorithms. 

3. Basically the model will help in predicting the AQI and 

making an environment pollutant control and creating a 

clean ecosystem. 

VIII. LIMITATIONS 

1. As the data of AQI is taken from government site author 

worked with the static data only but if that is done with 

real time data using cloud computing it could give better 

result. 

2. As the analysis of AQI is done with Kolkata which 

intake only less data, but for future work while working 

with large amount of data scope of using Genetic 

Algorithm is a better method. 

3. The model is created with low amount of data so 

complexity is very high which will create impact on 

prediction analysis. 

4. Manufacturing industries can know about the harmful 

partial those are exhausted from their industries.  

IX. FUTURE SCOPE 

1. This model can be extended in future by using Deep 

Learning Techniques for better accuracy. 

2. A web based terminal can be created for prediction of 

AQI using cloud computing where real time data will be 

used for forecasting. 

3. A model needs to be created which will not only work on 

predicting the air pollutants but also on meteorological 

parameters also for analyzing the concentration level. 

4. In this model we are using Machine Learning Algorithms 

but if the prediction is done with Artificial Neural 

Networks the prediction results will be more prominent 

better than this model. 

X. CONCLUSION 

The purpose of this work is to understand the Air Quality 

Index (AQI) and know about the harmful particulars present 

in the air. The work of predicting the pollutant levels is quite 

tough. However, the tasks of predicting air in this work 

authors used Linear Regression for predicting the levels of 

pollutants like PM2.5, PM10, NO2, SO2, Ozone and the data are 

collected from the CPCB website. With the help of this model 

it may know the surrounding environment. The Model maybe 

enhanced with other Machine Learning Algorithm. 
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