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Abstract: The temperature control model employs a neuro-fuzzy
approach with a defined universe of discourse encompassing
temperature (20°C-50°C), humidity (30%-90%), and fan speed
(20%-70%). Membership functions were established, utilizing
generalized bell functions for temperature and humidity, along
with trapezoidal functions for fan speed. A rule base comprising
nine rules was developed, incorporating temperature and humidity
as linguistic input variables and fan speed as the linguistic output
variable. In the data preprocessing phase using Python, 60% of
the dataset was designated for training, while 40% was set aside
for testing with the scikit-learn model. A convolutional neural
network (CNN) was created using TensorFlow’s Keras API,
featuring 64 neurons, ReLU activation, and two input shape
features. The model underwent training for 100 epochs with the
Adam optimizer and a batch size of 16, achieving a training loss of
0.9951 and a test loss of 1.0239. The closely matched and relatively
low values of both training and test loss indicate that the model is
not overfitting and has successfully captured the underlying
patterns. For instance, when the current temperature and
humidity were set to 35°C and 65%, the recommended fan speed
was 48%. Moreover, predicted fan speeds were 20.14%, 35.21%,
and 43.64% for temperature and humidity settings of (35°C, 45%),
(45°C, 75%), and (55°C, 85%), respectively.

Keywords:  Temperature, Humidity, Fan Speed, Gbell
Membership Function, Trapezoidal Membership Function,
TensorFlow’s Keras API, Scikit-learn, Convolutional Neural
Network (CNN).

Nomenclature:

ANNSs: Artificial Neural Networks

MATLAB: Matrix Laboratory Software

ANFIS: Artificial Neuro-Fuzzy Inference System

HVAC: Heating, Ventilation, and Air Conditioning Systems
SST: Sea Surface Temperature

Gbell: Generalized Bell Membership Function

ReLU: Rectified Linear Unit; a Non-Linear Activation Function for
Deep Neural Networks.

CNN: Convolutional Neural Network

Lirain: Training Loss

Liest: Testing (Validation) Loss

LMSE¢pai,: Mean Squared Error for Training Loss

LMsE, - Mean Squared Error for Test Loss

LMAE,,,;,,: Mean Absolute Error for Training Loss
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LMAE,,.: Mean Absolute Error for Test Loss

RMSE: Root Mean Square Error

Nirain @nd Nipain: Number of Training and Testing Samples

API: Application Programming Interface

Adam: Adaptive Moment Estimation for Neural Network
Optimization

IoT: Internet of Things

MAE: Mean Absolute Error

MSE: Mean Squared Error

I. INTRODUCTION

In recent years, the demand for efficient temperature

control systems has grown significantly due to the increasing
need for energy conservation and enhanced comfort in both
residential and industrial environments. Traditional
temperature control methods often rely on fixed algorithms
that do not adapt to changing conditions, leading to
inefficiencies and discomfort. To improve this, researchers
are exploring neuro-fuzzy models, which blend ANNs with
fuzzy logic systems [1]. These models highlight the adaptive
learning capabilities of ANNSs, enabling them to enhance
performance over time and making them particularly
effective for temperature control in fluctuating environments
[2]. This can be applied to grain storage, where maintaining
optimal conditions prevents spoilage. By utilizing fuzzy logic
controllers with triangular membership functions and
employing tools such as MATLAB and Arduino, we can
significantly enhance the efficiency of temperature
regulation. In addition, a robust fuzzy modelling approach
utilizes 'if-then' rules to effectively manage temperature and
humidity, employing the centroid method for improved
accuracy and performance [3].

Integrating neuro-fuzzy models into temperature control
systems can significantly enhance energy efficiency and
comfort levels. These models reduce energy consumption [4]
by dynamically adjusting heating and cooling based on real-
time data. By using ANFIS methods in MATLAB to model
the cutting temperature of steel, we can identify key
processing parameters and improve machine efficiency [5].
This is vital for smart buildings and industries focused on
minimizing energy costs.

In a greenhouse compartment, a geothermal system
powered by fossil fuels generates electricity to regulate
temperatures for optimal crop growth [6]. This approach
reduces costs while enhancing yield. The system utilizes
ANFIS combined with backpropagation and least squares
algorithms, using if-then rules and membership functions to
determine control parameters for
improved efficiency.
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II. LITERATURE REVIEW

A novel neuro-fuzzy algorithm, designed by [4], aims to
enhance temperature control systems and meet the growing
demand for adaptive intelligent control mechanisms, making
it applicable in HVAC systems and smart home technologies.
The authors effectively combine neural networks and fuzzy
logic to model complex, nonlinear relationships in
temperature control, utilizing well-defined membership
functions for temperature and humidity along with a
comprehensive rule base.

Also, the accurate prediction of SST using ANFIS was
highlighted in [7] to model air temperature and evaporation
data in Canakkale. Implemented in MATLAB, the model
employed Gaussian membership functions. With 75% of the
data for training and 25% for testing, the predictions show
improved regression and correlation coefficients close to
unity, indicating strong performance and potential for further
applications.

In the paper authored by [8], an adaptive neural-fuzzy
controller was developed for temperature control in an egg
hatchery, specifically maintaining a range of 35°C. This
system was also implemented using MATLAB, considering
inputs such as the number of eggs and the current
temperature, to produce the desired output: temperature.
ANFIS was used to train, test, and validate the neural network
model. Their analysis revealed that the controller
significantly increases the incubator's temperature to
accommodate between 85 and 95 eggs effectively.

1. METHODOLGY
The Python libraries were first installed and imported.

A. Defining the Fuzzy Variables and the Universe of
Discourse

The universe of discourse for three variables—temperature,
humidity, and fan speed —is explored using NumPy, a
popular library in Python for numerical computations. The
Proposed Feedback Fuzzy controller of a typical Temperature
controller is shown in Fig.1. This is done by setting the
universe of discourse for this implementation:

i. Temperature: 20°C to 50°C

ii.  Humidity: 30% to 90%

iii. Fan Speed: 20% to 70%
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[Fig.1: Block Diagram for a Typical Fuzzy Smart
Temperature Controller]
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B. Setting Up the Membership Functions

The Gbell membership functions were configured for the
input variables (temperature and humidity) as shown in Fig.2,
while trapezoidal membership functions were used for the
output variable (fan speed). This setup was chosen to provide
clearer operational ranges for effective control and decision-
making in the system.
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[Fig.2: Membership Functions for the Temperature,
Humidity and Fan Speed]

C. Defining the Rule Base for the Fuzzy Variables

The rule base consists of nine intuitive rules that dictate the
fan speed based on the combinations of temperature and
humidity conditions. The rules are as follows:

i.  Ifthe temperature is cool and the humidity is dry, then
the fan speed should be set to low.

ii. If the temperature is cool and the humidity is
comfortable, then the fan speed should also be set to
low.

iii.  If the temperature is cool and the humidity is humid,
the fan speed remains low.

iv.  Ifthe temperature is warm and the humidity is dry, the
fan speed should be set to medium.

v. If the temperature is warm and the humidity is
comfortable, the fan speed should be set to medium.

vi.  If the temperature is warm and the humidity is humid,
then the fan speed should be set to high.

vii.  If the temperature is hot and the humidity is dry, the
fan speed should be set to high.

viii. ~ If the temperature is hot and the humidity is
comfortable, the fan speed should also be set to high.

ix.  If the temperature is hot and the humidity is humid,
the fan
speed remains high.
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D. Preprocessing the Temperature, Humidity and Fan
Speed Dataset for Training

The linguistic input variables (X) - temperature and
humidity - and the linguistic output variable (y) - fan speed -
were extracted from the dataset using the iloc method.

E. Splitting of the Dataset for Training and Testing

i. Purpose: Splits the dataset into initial training and testing
sets
ii. Parameters:
= X: Features data (temperature and humidity)
= y: Target variable (fan speed)
= test size=0.4: 40% of data allocated to testing, 60%
to training
= random_state=0: Ensures reproducible splits across
runs
iii. Result:
= X train, y train: 60% of data for training
= X test,y_test: 40% of data for testing

F. Splitting of the Dataset for Validation

i. Purpose: Further splits the testing set into validation
and final testing sets

ii. Operation: Takes the 40% test set and splits it again

iti. Result:
= X valid, y_valid: Validation set (40% of 40% =
16% of original data)

= X test,y_test: Final test set (60% of 40% = 24%
of original data)

G. Creating a Convolutional Neural Network Model for
Training

A neural network model is created using TensorFlow's
Keras API. The model consists of three layers: an input layer
with 64 neurons and ReL U activation, a hidden layer with 64
neurons and ReLU activation, and an output layer with a
single neuron and linear activation. The input shape is defined
as having two features. This can be demonstrated in the
proposed Neural Network Architecture for Smart
Temperature Control, as shown in Fig. 3.

Neural Network Architecture for Smart Temperature Control
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[Fig.3: Proposed Neural Network Architecture for Smart
Temperature Control]
H. Training of the Model using the fit Method

The model is trained using the fit method for 100 epochs
with Adam optimizer and a batch size of 16, utilizing training

data (X_train, y_train) and validation data
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(X valid, y_valid). After training, the training and validation
loss are plotted against the number of epochs, with
appropriate labels and a legend, and then displayed. The data
visualization of the training set based on the training loss of
1.1808 and validation loss of 1.1458 at 100 epochs is shown
in Fig. 4.

Training and Validation Loss
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[Fig.4: Training and Validation Loss Versus 100 Epochs]

IV.ANALYSIS AND RESULTS

A. Fan Speed Control

The Fan speed control based on Temperature and Humidity
is shown in Fig.5 and Fig. 6, respectively. By setting the
current Temperature at Comfortable and Humidity at Warm
states as 35°C and 65% respectively, the recommended Fan
Speed  operating at medium  state  becomes
48.38462454923027 % with a degree of membership
function close to unity as shown in Fig. 7. The surface 3D
viewer is also shown in Fig. 8. Also, the Temperature,
Humidity and Fan speed distribution is shown in Fig. 9. In
contrast, the 3D plot is shown in Fig. 10.
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[Fig.5: Fan Speed Control Based on Temperature at 35°C]
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[Fig.6: Fan Speed Control Based on Humidity at 65%]

Membership

Fan Speed Output

1.0 4
0.8 1
0.6 1
0.4 1
0.2 1
— low
—— medium
—— high
0.0 T
20 50
fan_speed

[Fig.7: Fan Speed with Recommended Operation at 48%]
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[Fig.10: 3D Temperature, Humidity and Fan Speed

Distribution]

B. Loss in the CNN Model

For a convolutional neural network (CNN) Model, the
loss is the average error between the predicted output
¥ and the time target y, across all samples. Loss serves
as a valuable numerical indicator of how well a neural
network model's predictions align with the actual
target values. It guides the optimizer during training
by highlighting the discrepancies between predicted
values and exact outcomes. According to [9], two
widely recognized metrics for evaluating model
performance are the Mean Absolute Error (MAE) and
the Root Mean Squared Error (RMSE). RMSE is
defined as the square root of the Mean Squared Error
(MSE), which provides a valuable measure for
understanding prediction values.

Where ¥, = test_predictions and y; = y_test

* Training Loss:
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ii. Mean Squared Error (MSE): MSE highlights the
squared differences between predicted and actual
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[Fig.8: Surface 3D Viewer of Fan Speed Control based
on Temperature and Humidity] = MSE Training Loss:
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[Fig.9: Temperature, Humidity and Fan Speed Distribution]
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C. Evaluation of the Mean Absolute Error (MAE) and
Mean Squared Error (MSE) of the Training Model

The training set shows a Mean Absolute Error (MAE) of
0.7589 and a Mean Squared Error (MSE) of 0.9951, resulting
in a test loss of 1.0239. These low values suggest effective
learning, and the comparable test error indicates that the
model generalizes well to unseen data. This positive
performance lays the groundwork for further improvement
and more reliable predictions.

D. Evaluation of the Mean Absolute Error (MAE) and
Mean Squared Error (MSE) of the Test Model

The test model displays a training set MAE of 0.7722 and
an MSE of 1.0239, resulting in a training loss of 0.9951. The
similarity between the training loss and test MSE shows good
generalization without overfitting. In addition, the test MAE
aligns with the training metrics, confirming prediction
accuracy. The model's fast processing times highlight its
strong performance and readiness for optimization.

E. Predicted Fan Speed for Temperature and Humidity
Control

By adjusting the temperature and humidity settings to 35°C
and 45%, 45°C and 75%, and 55°C As shown in Fig. 11, the
predicted outputs for fan speeds are 20.14%, 35.21%, and
43.64%, respectively. This data highlights the relationship
between target input and fan speed performance, thereby
optimizing ventilation systems.
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[Fig. 11: Predicted Fan Speed for Temperature and
Humidity Control]
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V. CONCLUSION AND RECOMMENDATIONS

A. Conclusion

The optimal control of temperature and humidity using
neuro-fuzzy systems facilitates effective decision-making
and the design of inference systems. The assigned
membership function provides a model controller that
manages precise control of fan speed as the output. In
addition, the application of CNN enhances the adaptability
and ventilation in a given environmental setup. Error
evaluations highlight the controller's efficiency in predicting
the output fan speed when the desired temperature and
humidity values are set.

B. Recommendations

i.  Future work should focus on refining the membership
functions and rule base to improve accuracy and
responsiveness through experimentation with different
shapes and parameters.

ii.  Utilizing a larger, more diverse dataset for training can
enhance the model’s generalization capabilities,
enabling it to handle various environmental conditions
better.

iii. Implementing the model in real-time will provide
valuable insights into its performance, allowing for
continuous monitoring and adjustments based on real-
world data.

iv.  Exploring integration with IoT technologies could
improve functionality, enabling remote monitoring,
control, and comprehensive data collection.

v. Creating a user-friendly interface will enhance
interaction and control for end-users, making the model
more accessible for diverse applications, including
HVAC and smart homes.
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