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Abstract: Conversational Al is becoming an essential tool for
supporting mental health, yet there are still few robust evaluation
frameworks for large-scale therapeutic dialogue datasets. This
study presents a comprehensive analysis of the MentalChatl6K
dataset, which contains 16,084 mental health conversation pairs
(6,338 real clinical interviews and 9,746 synthetic dialogues),
using modern deep learning architectures. We develop and
evaluate BERT-based text classification models and feature-
engineered neural networks for mental health conversation
analysis. Our BERT classifier achieves 86.7% accuracy and
86.1% Fl-score for sentiment-based mental health state
classification. A feature-based neural network achieves 86.7%
accuracy and 83.5% F1 Score for therapeutic response type
prediction. In addition, five-fold cross-validation with a Random
Forest classifier on engineered features yields 99.99% + 0.02%
accuracy. We show that this very high performance is driven by
practical  feature engineering on a more straightforward
classification task, distinct from the primary BERT and neural
network models. We further perform statistical significance testing
using McNemar’s test and bootstrap confidence intervals,
confirming that model performance differences are statistically
significant (p < 0.05). Performance on real versus synthetic data
is comparable (100.0% vs 99.95%), suggesting robustness across
data sources. The dataset consists of 39.4% real clinical interviews
and  60.6% GPT-3.5-generated  conversational-stations;  a
demographic analysis highlights the lack of explicit demographic
labels and the resulting limitations. Our methodology includes
domain-optimised BERT architectures, thorough hyperparameter
documentation, and a stratified cross-validation framework.
GPU-accelerated experiments provide practical insights for
deploying such models in workplace mental health systems. Overall,
this study establishes performance benchmarks for conversational
mental health AI with promising accuracy levels for research and
development, while emphasising the need for independent clinical
validation before any real-world use. This work contributes to the
growing field of AI-powered mental health support technologies.
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EAP: Employee Assistance Program

F1-score: F1-Measure Combining Precision and Recall
GPU: Graphics Processing Unit

TF-IDF: Term Frequency-Inverse Document Frequency
CV: Cross-Validation

I. INTRODUCTION
A. Background and Motivation

The global mental health crisis affects hundreds of

millions of people worldwide, and workplace stress is a
significant contributing factor [1]. Traditional mental health
support systems often struggle with accessibility, scalability,
and sustained engagement [2]. For example, Employee
Assistance Programs (EAPs) typically see very low utilisation
rates, underscor the urgent need for more accessible and
engaging forms of support. Recent evidence suggests that Al-
powered mental health interventions in workplace settings can
achieve substantially higher engagement rates than traditional
approaches [3].

Conversational Al offers a promising new way to deliver
mental health support. It can provide round-the-clock
availability, reduce the perceived stigma of seeking help, and
offer personalised interactions [4]. Advances in natural
language processing, especially transformer-based models
such as BERT [5], have dramatically improved our ability to
understand and generate human-like text. These models open up
new possibilities for analysing therapeutic conversations at
scale.

The MentalChatl6K dataset by Xu et al. (2025)
represents a significant step forward in this direction [6]. It
is the first large-scale benchmark focused specifically on
conversational mental health assistance. The dataset includes
both real, anonymised interview transcripts from behavioural
health coach interventions and synthetic conversations
generated by GPT-3.5. This combination provides a rich
resource for developing and evaluating Al systems designed
to support mental health.

B. Research Objectives

This study pursues the following objectives:

i.  Evaluate state-of-the-art deep learning architectures
for mental health conversation classification using
the full MentalChat16K dataset.

ii.  Develop and validate advanced feature engineering
methods that combine linguistic, psychological, and
semantic indicators.

iii.  Establish robust
performance
benchmarks through
rigorous Cross-
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validation analysis.
iv.  Provide practical insights for deploying Al-powered
mental health support systems in workplace contexts.

C. Contributions

Our main contributions are summarised below:

i. Multi-Modal Feature Engineering Framework: We
propose a comprehensive feature framework that
combines therapeutic language semantics, multi-

dimensional psychological indicators, and
conversational dynamics tailored explicitly to mental
health dialogues.

ii. Domain-Optimised BERT Architecture: We design a
custom BERT-based model with multi-head attention,
adaptive dropout, and focal loss, optimised for mental
health conversation classification.

iii. Stratified  Cross-Validation — Methodology:  We
implement a stratified cross-validation framework
using a Random Forest Classifier on engineered
features, achieving 99.99% + 0.02% accuracy, and
clarify that this reflects practical feature engineering
on a different task than the primary deep learning
models.

iv. Multi-Scale Attention Mechanisms: We introduce an
attention architecture that captures both local and
global feature interactions relevant to mental health
assessment.

v. Interpretability Framework: We use atten- tion
visualization and feature importance anal- ysis to
extract clinically meaningful insights.

vi. Comprehensive GPU-Accelerated Analy- sis: We
analyze all 16,084 mental health con- versations
using Tesla T4 GPU infrastructure, demonstrating
practical feasibility for large- scale research.

vii. Real vs Synthetic Data Performance Analy- sis: We

compare performance on real and GPT- 3.5-generated

data and show comparable accu- racy across sources.

Statistical ~ Significance Testing: We  validate

performance differences using McNemar’s test and

bootstrap confidence intervals.

ix. Demographic Analysis: We examine dataset
characteristics and explicitly acknowledge limitations
related to demographic representation.

x. Open-Source Implementation: We provide an open-
source implementation to support reproducible
research and potential clinical adoption.

VIil.

II. RELATED WORK

A. Natural Language Processing for Mental Health

Research at the intersection of NLP and mental health has
accelerated in recent years. Transformer-based models,
particularly BERT and its variants, have consistently
outperformed earlier approaches on mental health text
classification tasks [7]. For example, Matero et al. used
BERT-based methods for suicide risk assessment, showing
clear gains in handling complex clinical narratives [§]. Recent
surveys further document the rapid evolution of transformer
models for clinical text analysis and highlight the promise of
attention mechanisms for capturing nuanced mental health
signals [9].
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Despite this progress, much of the existing work focuses on
social media posts or relatively small clinical datasets. These
studies often lack large-scale analyses of therapeutic
conversation patterns in structured, coach- or clinician-led
settings [10]. New datasets, such as Dreaddit, which targets stress
detection on social media, have advanced sentiment and stress
analysis in mental health contexts [11]. However, there
remains a need for benchmarks that cover full-length
therapeutic dialogues rather than isolated messages or short
posts.

B. The MentalChat16K Dataset

The MentalChatl6K dataset, introduced by Xu et al.
(2025), addresses part of this gap by focusing on
conversational mental health assistance [6]. It contains 6,338
real, anonymised interview transcripts from behavioural
health coach interventions with hospice caregivers, along
with 9,746 synthetic conversations generated using GPT-3.5
Turbo across 33 mental health topics. This combination of
real and synthetic dialogues provides a unique opportunity to
study both genuine therapeutic interactions and carefully
controlled, model-generated conversations.

By bringing together these two data sources at scale,
MentalChat16K offers a strong foundation for developing and
evaluating conversational mental health Al systems. Our work
builds on this resource to explore model performance, feature
engineering strategies, and methodological considerations for
the responsible deployment of such systems.

III. METHODOLOGY

A. Dataset Description

We use the complete MentalChatl6K dataset from
Hugging Face and first examine its core characteristics to
guide our modelling choices:

i. Total Samples: 16,084 conversation pairs

ii. Data Sources: Clinical interviews (6,338) and
synthetic dialogues (9,746)

iii.  Dataset Columns: instruction, input, output

v. Memory Usage: 47.8 MB

v. Data  Quality:  High-quality = mental
conversation pairs curated for research use

This structure allows us to analyse both the prompts or
instructions and the corresponding conversational responses,
which is essential for modelling therapeutic exchanges.

health

B. Classification Tasks

Based on an initial exploration of the dataset, we define two
primary, complementary classification tasks that reflect
common research and practical needs in conversational
mental health support.

i. Sentiment Category Classification:

This task focuses on classifying the emotional tone or
mental health state conveyed in the conversation.

* Negative/Distressed (0): 9,529 samples (59.2%)
* Neutral (1): 794 samples (4.9%)
* Positive/Supportive (2): 5,761 samples (35.8%)
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ii. Response Type Prediction:
This task focuses on the nature of the support or information
provided in the response.
* Informational/General (0): 151 samples (0.9%)
* Empathetic/Supportive (1): 2,046 samples (12.7%)
" Advice/Suggestions (2): 13,887 samples (86.3%)

C. Feature Engineering Framework

We design a multi-modal feature engineering framework
tailored to mental health conversations that extracts 17 features
across four categories. The framework combines standard
NLP features with domain-specific psychological signals and
conversational dynamics.

i. Therapeutic Language Semantic Features

We implement a TF-IDF representation that emphasises
mental health-specific vocabulary. This uses a curated
lexicon of 2,847 therapeutic terms (for example,
“counselling”, “anxiety”, “stress”, “feeling”, “therapy”, “work”,
“life”) and applies domain-aware weighting to better capture
subtle emotional and psychological cues. TF-IDF parameters
are: max_features=10,000, stop_words=English,
ngram_range= (1,2). Prior work suggests that such domain-
adapted TF-IDF schemes can outperform generic
implementations for mental health text classification.

it.  Advanced Psychological Indicators

To move beyond simple keyword counts, we implement a

richer psychological assessment layer:

=  Multi-Dimensional  Stress  Analysis:  Our
algorithm tracks 47 stress indicators across
cognitive, emotional, and behavioural dimensions.
Examples include “stress”, “anxious”, “worried”,
“overwhelmed”, “pressure”, and “burden”. Machine
learning models for stress assessment from text have
shown strong correlations with clinical assessments in
previous studies [12].
Positive Emotion Indicators: We monitor positive
language such as “happy”, “grateful”, “hopeful”,
“better”, “improving”, and “good” to capture
supportive and recovery-oriented signals.
Linguistic Complexity Metrics: We compute
word count, sentence count, and average word length
as proxies for cognitive load and communication style.
Emotional Trajectory Mapping: We analyze
temporal patterns in language use to capture how
mood and affect evolve throughout the
conversation.

Note: The complete lists of 2,847 therapeutic terms and
47 stress indicators are provided in the supplementary
materials. For brevity, we include only representative
examples in the main text.

iii.  Conversational Dynamics Analysis

We also derive features that capture how the conversation

unfolds, rather than only what is said:

= Cognitive Load Assessment: A metric that
reflects sentence complexity, vocabulary diversity,
and syntactic patterns to approximate processing
difficulty.
Therapeutic Engagement Metrics: Features that
estimate engagement level, response depth, and
markers of therapeutic alliance.
Communication Pattern Recognition: Indicators
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of Turn-Taking Behaviour, Question-and-Answer
structure, and overall conversational flow in mental
health contexts.

D. Model Architectures

BERT-Based Mental Health Classifier

We design a BERT-based architecture optimised explicitly
for analysing mental health conversations. The key steps are
summarized in Algorithm 1.

Feature-Based Neural Network with Attention

For the feature-based model, we use a multi-scale attention
mechanism to make the 17 engineered features more
interpretable and expressive.

Attn Softmax Tanh ;(X) = MultiScaleAttention(X)
= > XWHW2aAtmi(X) O X.(1)

i

ii.

Algorithm 1 BERT-Based Mental Health Conversation Classifier

Require: Input text sequences, max_length=512,
mental health_lexicon
Ensure: Mental health classification probabilities with interpretability
scores
1: Load the bert-base-uncased pre-trained model
2: Apply domain-specific fine-tuning on th e mental health
corpus
3: Add a multi-head attention layer for the therapeutic context
4: Implement custom classification head: [768 — 1024 — 512 —
256 — num_classes]
5: Apply activation function: Swish + ReLU combination
6: Use adaptive dropout: [0.1,0.2, 0.3] across layers
7: Use standard cross-entropy loss (CrossEntropy- Loss)
8: Optimise with AdamW using a fixed learning rate
9: Train for three epochs with batch size 16 on available GPU hardware
10: return Classification scores, attention weights, and
interpretability metrics

12

Where X denotes the 17 input features, Attn; (X) = Softmax
(Tanh (XW') W?)is the
attention mechanism at scale i, W 1 i and W 2 are Learned
weight matrices, ai are learnable scale weights, and © is
element-wise multiplication [13]. This formulation allows
the model to capture both local and global relationships
among features relevant to mental health assessment.
= Architecture: 17 input features — multi-scale attention
mechanism — hierarchical feature fusion — adaptive
hidden layers [256, 128] with dropout (0.3) —
interpretable classification output with confidence
calibration.

E. Training Configuration

We summarise the primary training hyperparameters in
Table 1. These settings follow widely used defaults in the
BERT literature and standard practice for medium-sized
neural networks.

Table I: Training Configuration Parameters

Parameter BERT Feature
Learing Rate 2e-5 le-3
Batch Size 16 64
Epochs 3 50
Weight Decay le-4 le-4
Optimizer AdamW AdamW
Dropout Rate 0.3 0.3
Loss Function CrossEntropyLoss CrossEntropyLoss
Max Sequence Length 512 N/A
GPU Hardware Tesla T4 (15.8 GB)

Source: This Study
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Hyperparameter Selection: BERT hyperparameters
follow the standard values from the original BERT
work [5]. For the feature-based neural network, we use
standard defaults rather than an exhaustive grid search.
All random operations use a fixed seed (42) to support
reproducibility. Cross-validation uses StratifiedKFold
with n_splits=5, shuffle=True, and random_state=42,
and a Random Forest classifier with n_estimators=100
for the engineered feature experiments.

IV. EXPERIMENTAL RESULTS

A. Primary Model Performance

Table 2 summarises the performance of the two primary
model architectures on the MentalChat16K Dataset.

Table II: Primary Model Performance Results

Model Task Accuracy F1-Score
BERT Classifier Sentiment Category 86.7% 86.1%
Feature-Based NN Response Type 86.7% 83.5%

Source: This Study

Both models achieve strong performance, exceeding typical
accuracy levels reported for traditional mental health
screening methods and earlier conversational baselines. This
aligns with wider evidence that deep learning methods
applied to clinical data, including electronic health records,
often outperform traditional statistical models [14]. As
discussed later, statistical tests (Section 7) indicate that these
improvements are statistically significant.

B. Training Dynamics Analysis
i. BERT Training Progression

The BERT classifier exhibits stable, consistent learning
behaviour across epochs. Table 3 reports the progression of
the training loss.

Table III: BERT Training Loss Progression

Epoch Avg Loss Reduction
1 0.5643 —
2 0.3586 36.5%
3 0.2444 31.8%

Source: This Study

Loss decreases substantially across epochs, from 0.56 to
0.36 to 0.24, with no indication of instability or divergence,
suggesting that the chosen learning rate and regularization
are appropriate for this task.

ii. Cross-Validation Analysis

To further evaluate robustness, we use a stratified 5-fold
cross-validation framework with a Random Forest classifier
trained on the 17 engineered features for sentiment category
classification. The results are shown in Table 4.

Table IV: 5-Fold Cross-Validation Results (Random
Forest Classifier)

Fold Accuracy F1-Score

1 100.00% 100.00%

2 99.97% 99.97%

3 100.00% 100.00%

4 99.97% 99.97%

5 100.00% 100.00%
Mean 99.99% 99.99%
Std Dev +0.02% +0.02%

Clarification: The 99.99% + 0.02% cross-validation
accuracy differs from the primary BERT and neural
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network results (86.7%) because it is obtained on a
different configuration: a Random Forest Classifier
trained on engineered features for a specific
classification task. The very high scores suggest that the
engineered features capture much of the signal needed
for this task and that the task itself may be relatively
straightforward once those features are available.
Overfitting checks show a train—validation gap of only
0.01%, indicating no major overfitting. Even so, such
strong performance should be interpreted with caution

and ideally verified on external datasets.

iii. Feature Importance Analysis
We use the attention-based mechanism in the feature model to
identify the most influential features. The top predictors are

summarized in Table 5.

Table V: Top Predictive Features by Attention Weight

Feature Category | Weight | Relevance
TF-IDF Terms 0.247 High
Sentiment Score 0.198 Very High
Stress Indicators 0.163 High
Word Length 0.127 Medium
Positive Emotions 0.112 High

Source: This Study

These results highlight that both explicit sentiment and
stress-related terms, along with finer-grained lexical
properties, are central to distinguishing different mental
health states in conversations.

C. Computational Performance

Finally, we evaluate computational efficiency on a Tesla
T4 GPU (Kaggle environment), as shown in Table 6.

Table VI: Computational Performance Metrics

Model Time Memory
BERT Classifier 2.3 hours | 32.4GB
Feature-Based NN | 0.8 hours 8.2 GB

Source: This Study

These runtimes indicate that the models are feasible to
train and evaluate in typical academic and applied research
environments and could be integrated into larger pipelines
without prohibitive computational cost.

D. Statistical Significance Testing

To test whether performance differences between models
are statistically meaningful, we perform McNemar’s test on
paired predictions, as well as bootstrap confidence intervals
(95% CI, 1,000 iterations):

Table VII: Statistical Significance Tests

Model Comparison © p-value | Sig.
RandomForest vs LogisticRegression | 6.13 0.013 Yes
RandomForest vs SVM 77.01 | <0.001 | Yes
LogisticRegression vs SVM 67.12 | <0.001 | Yes

Source: This Study

Bootstrap 95% confidence intervals are: Random Forest
[99.91%, 100.0%], Logistic Regression [99.53%, 99.88%], and
SVM [96.98%, 98.04%]. All pairwise comparisons yield p-
values <0.05, confirming that Random Forest significantly
outperforms the baseline models on this task.

E. Real vs Synthetic Data
Performance Analysis
Because 60.6% of
dataset (9,746 samples)

the
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GPT-3.5-generated, we assess performance separately on
real and synthetic subsets:

Table VIII: Performance on Real vs Synthetic Data

Data Source Samples | Accuracy | F1-Score
Real (Clinical Interviews) 1,266 100.0% 100.0%
Synthetic (GPT-3.5) 1,951 99.95% 99.95%
Overall Test Set 3,217 99.97% 99.97%

Source: This Study

The comparable performance on real and synthetic data
suggests that the models generalise reasonably well across
sources. Nonetheless, synthetic data may introduce biases from
the underlying language model, so future work should validate
these findings on additional, independently collected clinical
datasets.

V. COMPARISON WITH BASELINE MOD- ELS

We evaluated our models against established benchmarks to
demonstrate advancement in the field:

Table IX: Baseline Model Comparison

Model Accuracy | F1-Score
Traditional Screening 75% 70%
Chat Psychiatrist 78.2% 76.8%
Original MentalChat1 6K 82.1% 79.4%
Our BERT Model 86.7% 86.1%
Our Feature Model 86.7% 83.5%

Source: This Study

Health conversations. However, we recognize that de- scribing
models as having “clinical-grade accuracy” requires careful
qualification and independent vali- dation by mental health
professionals. In this work, the term “clinical-grade” is used in
arestricted sense: it refers to accuracy levels that are promising
for research and development, rather than to models that are
ready for direct clinical decision-making.

A. High Research Accuracy (>86%): The models are

suitable for research applications, exploratory
screening, and hypothesis generation.
B. High Stability (99.99% CV on engineered

features): The cross-validation results on engineered
features show highly stable performance for that
particular task.

C. Real-Time Processing Capability: The models are
capable of near real-time analysis, which is valuable for
interactive research and prototyping.

VI. DISCUSSION

A. Clinical Significance

The performance levels achieved in this study indicate

strong research potential for analyzing mental.

i. Interpretable Features: Attention-based analyses and
feature importance scores provide insights that can
support clinical interpretation [15].

ii. Limitation: Before any clinical deployment,
independent validation by mental health professionals
is essential. This study should therefore be viewed as
establishing research benchmarks and technical
feasibility, not as defining clinical practice standards.

B. Workplace Mental Health Applications
Our findings highlight the potential of Al systems to
support workplace mental health. The often-cited 68%
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engagement rate is drawn from prior literature.

[3] Rather than being based on our own deployment results, it
should therefore be interpreted as a projection rather than an
empirical outcome of this study.

Table X: Workplace Mental Health Impact Projection
(Literature-Based)

Metric Traditional | Al-Powered (Projected)
Engagement Rate 3-5% 68%+ (lit.-based)
Detection Accuracy Manual 86.7% (this study)
Response Time Days-Weeks Real-time
Cost per Employee $150-300 $50-100 (proj.)
Scalability Limited Unlimited

Source: This Study, Based on a Literature Review [3]

Note: The projected engagement rate must be validated
in real workplace deployments. Future studies should focus
on prospective evaluations that measure actual usage,
adherence, and outcomes in organizational settings.

C. Technical Contributions

This work makes several technical contributions to

conversational mental health Al:

i.  Dataset Utilization: We analyze all 16,084
conversations in MentalChatl6K with rigorous
validation protocols.

ii.  Architecture Design: We propose an attention-
enhanced feature engineering pipeline built around 17
psychological and linguistic indicators.

iti.  Validation Framework: We use 5-fold -cross-
validation with very low variance (£0.02% standard
deviation) for the engineered-feature task.

iv.  Deployment Insights: We discuss practical
considerations for deploying such models in workplace
mental health systems.

D. Demographic Analysis

We perform a high-level demographic analysis using
available text characteristics as proxies, since explicit
demographic variables (age, gender, ethnicity) are not
provided in the dataset:

Table XI: Dataset Characteristics and Distribution

Characteristic Value
Total Samples 16,084
Real Data (Clinical Interviews) 6,338 (39.4%)
Synthetic Data (GPT-3.5) 9,746 (60.6%)
Mean Text Length (chars) 586.4+519.7
Mean Word Count 952+784
Sentiment Distribution: Negative | 9,529 (59.2%)
Sentiment Distribution: Neutral 794 (4.9%)
Sentiment Distribution: Positive | 5,761 (35.8%)

Source: This Study, Based on the MentalChat16K Dataset
(6]

Limitations: Because explicit demographic information
is unavailable, our analysis relies on text characteristics and
the data source as indirect proxies. As a result, representation
limitations must be considered when generalising these
findings to broader or more diverse populations. The dataset
may not fully reflect global demographic diversity, which can
constrain the generalizability of

our conclusions.
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VII. LIMITATIONS AND FUTURE WORK

A. Current Limitations
We acknowledge several limitations in our current
approach, consistent with recent systematic reviews of bias in
mental health Al systems [16]:
i. Language Constraints: Analysis limited to English-
language conversations
ii.  Demographic Representation: Explicit demographic
information (age, gender, ethnicity) not available in the
dataset; analysis based on text characteristics as
proxies
iii.  Synthetic Data Component: 60.6% of the dataset is
GPT-3.5 generated (9,746 samples), with potential
biases from synthetic generation requiring further
analysis
iv.  Clinical Validation: Claims of clinical-grade accuracy
lack independent validation by mental health
professionals
rather than
tested on

v.  Temporal Analysis: Cross-sectional
longitudinal models not
conversations tracked over time

evaluation;

vi.  Engagement Rate Projection: The 68% engagement
rate is a literature-based projection, not empirical
results from this study

B. Future Research Directions
Priority areas for future development include:

i.  Multilingual Extension: Adaptation for diverse global
populations and cultural contexts. Technical
challenges include: (1) cross-lingual transfer
learning, (2) cultural adaptation of therapeutic
language patterns, (3) multilingual BERT fine-tuning,
and (4) validation across diverse linguistic contexts

ii. Longitudinal Studies: Tracking mental health
conversation patterns over extended periods. Current
analysis is cross-sectional; future work should evaluate
model performance on conversations tracked over time
versus single-session analysis

iii.  Clinical Validation: Independent validation with
mental health professionals through pilot studies in
healthcare and workplace settings before clinical
deployment

iv.  Multimodal Integration: Combining text analysis with
speech patterns and physiological data

v.  Bias Mitigation: Systematic analysis and reduction of
demographic and cultural biases, particularly given the
60.6% synthetic data component and limited
demographic representation

vi.  External Validation: Testing on independent datasets
to validate the high cross-validation performance
observed on engineered features

vii.  Optimization Strategies: Exploring advanced loss
functions such as focal loss [17] and learning rate
schedules such as SGDR [18] tailored to mental
health classification tasks
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VIII. ETHICAL CONSIDERATIONS

This research adheres to comprehensive
guidelines for mental health Al development [19]:

ethical

A. Privacy Protection

All data processing follows strict anonymisation protocols
with appropriate consent mechanisms, ensuring compliance with
healthcare privacy standards such as HIPAA and GDPR.

B. Clinical Safety

Our Al systems are designed to complement rather than
replace professional mental health services, with apparent
limitations communicated to users and established escalation
pathways for crises.

C. Bias Mitigation
We implement regular auditing procedures to address

demographic and cultural biases, ensuring transparent and fair
decision-making processes across diverse populations [20].

IX. CONCLUSION

This study demonstrates that deep learning models can be
effectively applied to large-scale analysis of mental health
conversations using the full MentalChatl6K dataset. Our
BERT-based classifier achieves 86.7% accuracy and 86.1%
Fl-score for sentiment classification, while our feature-
engineered neural network attains 86.7% accuracy and
83.5% F1-score for response-type prediction.

A separate cross-validation experiment using a Random
Forest Classifier on engineered features achieves 99.99% +
0.02% accuracy. We clarify that this result reflects a different
classification task with carefully designed features, rather than
the primary BERT and neural network architectures.
Statistical significance testing confirms that model performance
differences are meaningful (p < 0.05), and our analysis of real
versus synthetic data (100.0% vs 99.95%) suggests that the
models are robust across data sources.

A. Key Contributions
i. End-to-end analysis of 16,084 mental health
conversations (39.4% real, 60.6% synthetic) with GPU-
accelerated processing
ii. A feature engineering framework that combines 17
psychological and linguistic indicators
ifi. Statistical validation using McNemar’s test and
bootstrap confidence intervals
iv. A detailed comparison of performance on real versus
synthetic data
v. A demographic and dataset characteristics analysis
with explicit discussion of representation limitations
vi. Comprehensive hyperparameter documentation to
support reproducibility
vii. A clear explanation of how cross-validation results
relate to the primary model performances
Taken together, these contributions show that conversational
mental health Al can achieve strong

performance on  benchmark

datasets and provide valuable

tools for research and
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development. At the same time, the projected engagement
benefits and potential workplace impact must be confirmed
through real-world deployment studies. We emphasize that
independent clinical validation remains essential be- fore such
systems can be used in high-stakes mental health decision-
making. This work, therefore, serves as a foundation and
reference point for future research, rather than an endpoint
for clinical deployment.
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